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## 1 Introduction

This handout is not meant to provide a rigorous introduction to lagrangian mechanics presented in undergraduate physics. However, it will go through a practical step by step process such that a person who understands the theory and examples presented in this handout will be able to solve olympiad physics problems through the usage of lagrangian formalism. For those who want more in depth discussions about lagrangian and hamiltonian mechanics, here are a few other resources available:

- Introduction to Classical Mechanics: With Problems and Solutions by David J. Morin.
- Classical Mechanics by Herbert Goldstein.
- Classical Mechanics by John R. Taylor.
- David Tong's Notes on Lagrangian formalism.


## 2 Basic Theorems and Identities

Definition: The lagrangian of a system is defined by

$$
\mathcal{L} \equiv T-V
$$

where $T$ is the kinetic energy and $V$ is the potential energy.

Definition: The generalized coordinate $q$ describes how the entire system moves with respect to a certain coordinate. For example, the generalized coordinate of a ball rolling down a ramp would be the distance that the ball travels parallel to the ramp.

As to their name, generalized coordinates are coordinates for every aspect of a system. This includes coordinates such as translational components $x$ and angular components $\theta$. The generalized coordinate can be collected as an $n$ dimensional vector

$$
\mathbf{q}=\left(\begin{array}{c}
q_{1} \\
q_{2} \\
\vdots \\
q_{n}
\end{array}\right)
$$

however this vector doesn't have much meaning as each component of the vector may have different units.

Theorem: To find the acceleration $\ddot{q}$ of the generalized coordinate $q$, we can express the potential energy $V$ of the system as a function $V(q)$ of $q$ and the kinetic energy in the form $T=\frac{1}{2} \mathcal{M} \dot{q}^{2}$ where the coefficient $\mathcal{M}$ is the effective mass. We then see that the acceleration of the system will be defined as

$$
\ddot{q}=-V^{\prime}(q) / \mathcal{M} .
$$

Proof. By conservation of energy,

$$
\frac{1}{2} \mathcal{M} \dot{q}^{2}+V(q)=\text { const. }
$$

differentiating with respect to $q$ gives us

$$
\mathcal{M} \ddot{q} \ddot{q}+V^{\prime}(q) \dot{q}=0 .
$$

Dividing over by $\dot{q}$ and then isolating gives us

$$
\ddot{q}=-V^{\prime}(q) / \mathcal{M}
$$

Note that theorem 2 only works in a system with one degree of freedom.

Definition: The action of a system ${ }^{a}$ along a path $\mathbf{q}(t)$ between two times $t_{1}$ and $t_{2}$ is defined as

$$
\mathcal{S}=\int_{t_{1}}^{t_{2}} \mathcal{L}\left(q_{i}, \dot{q}_{i}, t\right) d t
$$

Quantitatively, the action has the units of $E \times t$ where $E$ is the energy and $t$ is the time.
${ }^{a}$ Note that the action $\mathcal{S}$ is a functional integral which means that it depends on the functions $\mathbf{q}$ has.

Theorem: (Hamilton's Principle) The evolution $\mathbf{q}(t)$ of a system between two times $t_{1}$ and $t_{2}$ is the path that yields a stationary value of the action.

The motivation for Hamilton's principle is discussed in Appendix A6, but for now, we can just take this principle to be for granted.

Theorem: (Euler-Lagrange Equations) The Euler-Lagrange equations are given by

$$
\frac{d}{d t}\left(\frac{\partial \mathcal{L}}{\partial \dot{q}}\right)=\frac{\partial \mathcal{L}}{\partial q}
$$

where $\dot{q}$ and $q$ are the generalized velocity and coordinate respectively.

The Euler-Lagrange equations are really important because they hold in all frames. With Newton's laws, we would have to modify the forces to include other ones such as fictitious forces in non-inertial frames but with the Euler-Lagrange equations we only have to write the kinetic and potential energy of the system in any frame and we will get our desired equation of motion. Why this is true is because the Euler-Lagrange equations are derived by Hamilton's principle (which we will do below) which doesn't depend on what reference frame the evolution of $\mathbf{q}(t)$ happens in.

Proof. Note that readers who just want to know how the Euler-Lagrange equations are applied can skip this proof.

The Euler-Lagrange equations are a consequence of Hamilton's principle or to be more specific, the EulerLagrange relations come when $\mathbf{q}(t)$ yields a stationary value (i.e an extrema) of the action $S$. We can use variational analysis to derive the integral of $\mathcal{S}$. Let us assume that the function $q$ yields a stationary value of $\mathcal{S}$. Then any slight variation of $q$ must either increase or decrease $q$ depending on whether it is a minima or maxima of $\mathcal{S}$. Let us then consider the function

$$
q_{\varepsilon}(t) \equiv q(t)+\varepsilon \eta(t)
$$

where $\varepsilon$ is really small and $\eta(t)$ is a function that satisfies $\eta\left(t_{1}\right)=\eta\left(t_{2}\right)=0$. Let us then define $\mathcal{S}_{\varepsilon}$ to be such that

$$
\mathcal{S}_{\varepsilon}=\mathcal{S}\left(q_{\varepsilon}(t), \dot{q}_{\varepsilon}(t), t\right)
$$

For $q$ to yield a stationary value of $\mathcal{S}$, we require that there is no change in $\mathcal{S}_{\varepsilon}$ in the first order of $\varepsilon$. In other words, we need to find how $\mathcal{S}_{\varepsilon}$ depends on $\varepsilon$. By differentiating, we yield

$$
\frac{\partial}{\partial \varepsilon} \mathcal{S}_{\varepsilon}=\frac{\mathrm{d}}{\mathrm{~d} \varepsilon} \int_{t_{1}}^{t_{2}} \mathcal{L}\left(q_{\varepsilon}, \dot{q}_{\varepsilon}, t\right) \mathrm{d} t=\int_{t_{1}}^{t_{2}} \frac{\partial \mathcal{L}_{\varepsilon}}{\partial \varepsilon} \mathrm{d} t
$$

It follows that the total derivative is given by

$$
\frac{\partial \mathcal{L}_{\varepsilon}}{\partial \varepsilon}=\sum_{i=1}^{n} \frac{\partial \mathcal{L}}{\partial q_{i}} \frac{\mathrm{~d} q_{i}}{\mathrm{~d}}=\frac{\partial \mathcal{L}_{\varepsilon}}{\partial q_{\varepsilon}} \frac{\mathrm{d} q_{\varepsilon}}{\mathrm{d} \varepsilon}+\frac{\partial \mathcal{L}_{\varepsilon}}{\partial \dot{q}_{\varepsilon}} \frac{\mathrm{d} \dot{q}_{\varepsilon}}{\mathrm{d} \varepsilon}+\frac{\partial \mathcal{L}_{\varepsilon}}{\partial t} \frac{\mathrm{~d} t}{\mathrm{~d} \varepsilon}
$$

The last term cancels out and we are left with

$$
\frac{\partial}{\partial \varepsilon} \mathcal{S}_{\varepsilon}=\int_{t_{1}}^{t_{2}}\left(\frac{\partial \mathcal{L}_{\varepsilon}}{\partial q_{\varepsilon}} \frac{\mathrm{d} q_{\varepsilon}}{\mathrm{d} \varepsilon}+\frac{\partial \mathcal{L}_{\varepsilon}}{\partial \dot{q}_{\varepsilon}} \frac{\mathrm{d} \dot{q}_{\varepsilon}}{\mathrm{d} \varepsilon}\right) \mathrm{d} t
$$

Remember that from what we have established,

$$
\frac{\mathrm{d} q_{\varepsilon}}{\mathrm{d} \varepsilon}=\eta(t), \quad \frac{\partial \dot{q}_{\varepsilon}}{\partial \varepsilon}=\dot{\eta}(t)
$$

and once again, we can rewrite our integral to be

$$
\frac{\partial}{\partial \varepsilon} \mathcal{S}_{\varepsilon}=\int_{t_{1}}^{t_{2}}\left(\eta(t) \frac{\partial \mathcal{L}_{\varepsilon}}{\partial q_{\varepsilon}}+\dot{\eta}(t) \frac{\partial \mathcal{L}_{\varepsilon}}{\partial \dot{q}_{\varepsilon}}\right) \mathrm{d} t
$$

We can apply integration by parts on the second term of the integrand to result in

$$
\int \dot{\eta}(t) \frac{\partial \mathcal{L}_{\varepsilon}}{\partial \dot{q}_{\varepsilon}} \mathrm{d} t=\eta(t) \frac{\partial \mathcal{L}_{\varepsilon}}{\partial \dot{q}_{\varepsilon}}-\int\left(\frac{\mathrm{d}}{\mathrm{~d} t} \frac{\partial \mathcal{L}_{\varepsilon}}{\partial \dot{q}_{\varepsilon}}\right) \eta(t) \mathrm{d} t .
$$

Replacing this into the second part of our previous equation leaves us with

$$
\frac{\partial}{\partial \varepsilon} \mathcal{S}_{\varepsilon}=\left.\eta(t) \frac{\partial \mathcal{L}_{\varepsilon}}{\partial \dot{q}_{\varepsilon}}\right|_{t_{1}} ^{t_{2}}+\int_{t_{1}}^{t_{2}}\left(\frac{\partial \mathcal{L}_{\varepsilon}}{\partial q_{\varepsilon}}-\frac{\mathrm{d}}{\mathrm{~d} t} \frac{\partial \mathcal{L}_{\varepsilon}}{\partial \dot{q}_{\varepsilon}}\right) \eta(t) \mathrm{d} t .
$$

The first term in this expression cancels out to zero and since we require the derivative of $\mathcal{S}_{\varepsilon}$, we require the integral to evaluate to zero (at $\varepsilon=0$ ) which means that

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{\partial \mathcal{L}}{\partial \dot{q}}\right)=\frac{\partial \mathcal{L}}{\partial q}
$$

and hence the Euler-Lagrange equations are proved! ${ }^{1}$

Sometimes when we are applying to the Euler-Lagrange equation for more than one generalized coordinate, we will result in coupled differential equations which are two or more equations that depend on each other as a function of time. For example,

$$
\begin{aligned}
& M \ddot{x}_{1}=-k x_{1}+\kappa x_{2} \\
& M \ddot{x}_{2}=\kappa x_{1}-k x_{1}
\end{aligned}
$$

are coupled differential equations. In a coupled differential equation we generally have three quantities. One is the $M$ matrix which is a $n \times n$ dimensional matrix that determines the mass distribution of all the $n$ coupled differential equations we have. It has $m_{j}$ in the $j$ th row and the $j$ th column with zeroes everywhere else. In other words, $M$ is determined as

$$
M=\left(\begin{array}{cccc}
m & 0 & \ldots & 0 \\
0 & m_{2} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & m_{n}
\end{array}\right)
$$

We also define the $K$ matrix as an $n \times n$ matrix that has a coefficient $K_{j k}$ in its $j$ th row and $k$ th column:

$$
K=\left(\begin{array}{cccc}
K_{11} & K_{12} & \ldots & K_{1 n} \\
K_{21} & K_{22} & \ldots & K_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
K_{n 1} & K_{n 2} & \ldots & K_{n n}
\end{array}\right)
$$

Finally, we write the column vector $X$ which has $x_{j}$ in it's $j$ th row:

$$
X=\left(\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
x_{n}
\end{array}\right)
$$

We now introduce our theorem that we use to solve coupled oscillators:

[^0]Theorem: If we have a $n \times n$ dimensional matrix $M$ and $K$ and a $n$ dimensional vector $X$ which described all $n$ coupled differential equations in a system of the form of

$$
M \ddot{X}=-K X
$$

our solution can be described as

$$
\operatorname{det}\left(M^{-1} K-\omega^{2} I\right)=0
$$

where $I$ is the identity ${ }^{a}$ matrix.
${ }^{a}$ The identity matrix is simply just a matrix that has 1 s in all of it's eigenvalues.

Proof. We move into complex notation $Z \equiv e^{i(\omega t+\phi)} A$ where $A$ is a column vector $\left(A_{1}, A_{2}, A_{3}\right)$ and $X_{j}=$ $\operatorname{Re}\left(Z_{j}\right)$. Our equation of motion then transforms into

$$
M \ddot{X}=-K X \Longrightarrow M \ddot{Z}=-K Z
$$

Substituting our solution of $Z$, we result in

$$
M \omega^{2} Z=K Z \Longrightarrow M \omega^{2} A=K A
$$

dividing the equation by $M$ and factoring out $A$ results in

$$
\left(M^{-1} K-\omega^{2} I\right) A=0
$$

To get a solution, we then need to solve

$$
\operatorname{det}\left(M^{-1} K-\omega^{2} I\right)=0
$$

The solutions for the frequencies of these coupled differential equations upon using this identity is called the eigenfrequencies of the system. If you feel a bit lost after this introduction to coupled oscillators, don't fret as we'll go over a couple examples on solving them after applying the Euler-Lagrange equations. Solve the previous coupled differential equations

$$
\begin{aligned}
& M \ddot{x}_{1}=-k x_{1}+\kappa x_{2} \\
& M \ddot{x}_{2}=\kappa x_{1}-k x_{1}
\end{aligned}
$$

for their eigenfrequencies.

## 3 Examples

There will be many examples from physics olympiads of how lagrangian formalism is used. This is mainly because not many people are aware of how this technique is used in olympiads.

Example: (2019 EuPhO) Three small identical balls (denoted as A, B, and C) of mass $m$ each are connected with two massless rods of length $\ell$ so that one of the rods connects the balls A and B , and the other rod connects the balls B and C . The connection at the ball B is hinged, and the angle between the rods can change effortlessly. The system rests in weightlessness so that all the balls lie on one line. The ball A is given instantaneously a velocity perpendicular to the rods.
Find the minimal distance $d$ between the balls A and C during the subsequent motion of the system. Any friction is to be neglected.

If there are no constraints, there are $j=6$ degrees of freedom as each mass can freely move as $\left(x_{A}, y_{A}, x_{B}, \ldots\right)$. However, as there are 2 rods, they constrain each of the 3 masses, so there are only 3 degrees of freedom. Furthermore, if we fix the center of mass, then that gets rid of another degree of freedom. This leaves us with only 2 degrees of freedom to consider which greatly simplifies the problem. As $A B=A C=\ell$, the moment where $A$ and $C$ are the closest will be when the mass-rod system forms an isoceles triangle. We will proceed by defining our 2 generalized coordinates as $q \in(\varphi, d)$ where $2 \varphi$ is the separating angle, and $d$ is the distance between $A$ and $C$. In the center of mass frame, the system moves with a velocity $v_{\mathrm{CM}}=m v / 3 m=v / 3$ in the negative $Y$-axis. Thus, $A$ moves with a velocity of $\frac{2}{3} v$ and $B$ and $C$ move with a velocity of $-\frac{v}{3}$ in the negative $Y$-direction initially. Thus, the total initial energy of the balls is

$$
E=\frac{1}{2} m v^{2}\left(\frac{4}{9}+\frac{1}{9}+\frac{1}{9}\right)=\frac{1}{3} m v^{2}
$$

As the center of mass frame is inertial, conservation laws of energy, momentum, and angular momentum hold, we will equate this energy to a generalized energy of the system in its isosceles triangle form. Let the center of mass be point $M$ as shown in the figure to the right. Let $h$ be the height of the center of mass. The velocity $v_{A}$ can be written as the vector sum of vertical $\dot{h}$ velocity and rotational $h \dot{\varphi}$ velocity. This will be the velocity corrections due to the change in velocity in the center of mass frame and thus there will be the same ratios as presented in the beginning. One can express the velocities of balls $A$ and $C$ also in terms of the vector sum of $\dot{\tilde{d}}$ and $\tilde{d} \dot{\varphi}$ where $\tilde{d}=d / 2$. Hence, we write

$$
\mathcal{L}=\frac{1}{2} m\left(\frac{4}{9}\left(\dot{h}^{2}+h^{2} \dot{\varphi}^{2}\right)+\frac{2}{9} h^{2} \dot{\varphi}^{2}+2 \dot{\tilde{d}}^{2}+2 \tilde{d}^{2} \dot{\varphi}^{2}\right)=\frac{1}{3} m v^{2}
$$

At the closest distance, $\dot{\tilde{d}}=0=\dot{h}$ which means that $2 \tilde{d}^{2} \dot{\varphi}^{2}+\frac{2}{3} h^{2} \dot{\varphi}^{2}=\frac{2}{3} m v^{2}$. We can try to find an expression for $\dot{\varphi}(t)$ by noting that the rate in change of the lagrangian with respect to $\dot{\varphi}$ remains constant with time. This is because $\mathcal{L}$ doesn't necessarily depend on $\varphi$ throughout. Note that at $t=0, \dot{\varphi}=v \ell / 2$. Then:

$$
\frac{\partial \mathcal{L}}{\partial \dot{\varphi}}=\frac{1}{2} m\left(\frac{8}{9} h^{2} \dot{\varphi}+\frac{4}{9} h^{2} \dot{\varphi}+4 \tilde{d} \dot{\varphi}\right)=\text { const. }
$$

Removing all constant factors and equating to the intial rate of change in energy thus tells us that

$$
\left(\frac{1}{3} h^{2}+\tilde{d}\right) \dot{\varphi}=\ell^{2} \cdot \frac{v \ell}{2} \Longrightarrow \dot{\varphi}=\frac{v \ell}{2\left(\frac{1}{3} h^{2}+\tilde{d}\right)}
$$

Further simplifying by plugging into our other equation and cancelling out $v$ yields:

$$
\tilde{d}=\sqrt{\frac{5}{8}} \ell \Longrightarrow d=\sqrt{\frac{5}{2}} \ell!
$$

Example: (2017 China Semi-Finals) A solid cylinder of mass $m$ and radius $r$ rests on the inside of a thin-walled cylinder of mass $M$ and radius $R$. The solid cylinder is made to oscillate around the equilibrium position. Assuming $g$ to be the gravitational acceleration, find the frequency of this oscillation for the following cases:

1. The large cylinder is fixed, and the small cylinder rolls without slipping in the bottom of the cylinder.
2. The large cylinder is permitted to rotate about an axis through its fixed center, and the small cylinder rolls without slipping in the bottom of the cylinder.

We start this solution by thinking of each individual types of energy.

1. Let the total angle the smaller solid cylinder move through an angle $\varphi$ with respect to the walls of the larger hollow cylinder and let $\theta$ be the angle with respect to the vertical that the smaller cylinder moves through.


The translational velocity of the center of mass is proportional to the time derivative of the change of $\theta$, i.e. $v=(R-r) \dot{\alpha}$. The cylinder also rotates with time. Finding the angular velocity is a little tricky as the reference line passing through the inner cylinder center to point of intersection of the inner and larger cylinder rotates with time. Thus, $\omega_{C}=\dot{\phi}=\frac{d}{d t}(\varphi-\theta)$, and the angular velocity of the cylinder can be characterized as

$$
\omega=\frac{R-r}{r} \frac{\mathrm{~d} \theta}{\mathrm{~d} t}=\frac{v}{r} .
$$

Noting that the moment of inertia of a cylinder through its axis is $I=\frac{1}{2} m r^{2}$, we can write the lagrangian as

$$
\mathcal{L}=T-V=\frac{1}{2} m(R-r)^{2} \dot{\theta}^{2}+\frac{1}{4} m r^{2} \dot{\varphi}^{2}+m g(R-r) \cos \theta
$$

and using our constraint condition, we can write

$$
\mathcal{L}=\frac{3}{4} m(R-r)^{2} \dot{\theta}^{2}+m g(R-r) \cos \theta .
$$

Applying the Euler-Lagrange equation for a general coordinate $\theta$ then tells us that

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{\partial \mathcal{L}}{\partial \dot{\theta}}\right)=\frac{\partial \mathcal{L}}{\partial \theta} \Longrightarrow \frac{3}{2} m(R-r)^{2} \ddot{\theta}=-m g(R-r) \sin \theta .
$$

Rearranging, gives us a standard differential equation for harmonic oscillations:

$$
\ddot{\theta}=-\frac{2}{3}\left(\frac{g}{R-r}\right) \theta \Longrightarrow \omega=\sqrt{\frac{2}{3}\left(\frac{g}{R-r}\right)}
$$

by using the small angle approximation $\sin \theta \approx \theta$.
2. By adding the kinetic and potential components of the larger mass $M$ and applying lagrangian fomalism once again (you are advised to work this out) we result in the differential equation

$$
\ddot{\theta}=-\left(\frac{2 m g(R-r)}{2 m(R-r)^{2}+M R^{2}}\right) \theta=0 \Longrightarrow \omega=\sqrt{\frac{2 m g(R-r)}{2 m(R-r)^{2}+M R^{2}}} .
$$

To avoid potential issues, it is important to consider the implications of using constraints in our solution. For instance, employing a constraint such as rolling without slipping, would result in a reduction of the system's degrees of freedom from $(x, \theta, \varphi)$ to $(x, \theta)$. However, this reduction can lead to incorrect outcomes as it allows for a more general path between two points. In other words, it is crucial to refrain from employing the Euler-Lagrange equations when reducing a two-degree system to a one-degree system using constraint conditions, as this will yield inaccurate results. If you encounter a situation where the number of degrees of freedom can be reduced to one using constraints, it may be more appropriate to refer to theorem 2 instead. It is worth noting that many olympiad problems aim to simplify the presentation by providing only one degree of freedom.

Example: (2018 $F=m a$ B, 1998 BAUPC) Two particles of mass $m$ are connected by pulleys as shown.


The string passes over a set of massless pulleys of negligible size. The masses are at rest a distance $\ell$ away from the pulleys. The mass is given a very small velocity such that it swings back and forth with an amplitude $\epsilon$ (where $\epsilon \ll \ell$ ). It turns out that after a long time, one of the masses will eventually rise up and hit its pulley. Which mass hits its pulley?

The Lagrangian of this system after a small deviation $\theta$ of the left mass is given by

$$
\mathcal{L}=\frac{1}{2} m \dot{\ell}^{2}+\frac{1}{2} m\left(\dot{\ell}^{2}+\ell^{2} \dot{\theta}^{2}\right)-m g \ell+m g \ell \cos \theta .
$$

Applying the Euler-Lagrange equations for each respective generalized coordinate gives us

$$
\begin{aligned}
& \frac{d}{d t}\left(\frac{\partial \mathcal{L}}{\partial \dot{\ell}}\right)=\frac{\partial \mathcal{L}}{\partial \ell} \Longrightarrow 2 m \ddot{\ell}=m \ell \dot{\theta}^{2}-m g(1-\cos \theta) \\
& \frac{d}{d t}\left(\frac{\partial \mathcal{L}}{\partial \dot{\theta}}\right)=\frac{\partial \mathcal{L}}{\partial \theta} \Longrightarrow m \ell^{2} \ddot{\theta}=-m g \ell \sin \theta
\end{aligned}
$$

If we do a small angle approximation of

$$
\sin \theta \approx \theta, \quad \cos \theta \approx 1-\frac{1}{2} \theta^{2}
$$

we result in the equations

$$
\ddot{\ell}=\frac{1}{2} \ell \dot{\theta}^{2}-\frac{1}{4} g \theta^{2}
$$

$$
\ddot{\theta}=-\frac{g}{\ell} \theta
$$

Our second equation is a simple harmonic oscillation equation and tells us that the mass has a function of $\theta(t)$ of

$$
\theta(t)=\epsilon \cos (\omega t+\varphi)
$$

where $\omega \equiv \sqrt{g / \ell}$. This means that upon substitution with

$$
\dot{\theta}(t)=\epsilon \omega \sin (\omega t+\varphi)
$$

we result in the equation

$$
\begin{aligned}
& \ddot{\ell}=\frac{1}{2} \ell \epsilon^{2} \omega^{2} \sin ^{2}(\omega t+\varphi)-\frac{1}{4} \epsilon^{2} g \cos ^{2}(\omega t+\varphi) \\
& \ddot{\ell}=\frac{1}{2} \epsilon^{2} g\left(\sin ^{2}(\omega t+\varphi)-\frac{1}{2} \cos ^{2}(\omega t+\varphi)\right)
\end{aligned}
$$

Averaging this function for a long time, tells us that

$$
\ddot{\ell}_{\mathrm{avg}}=\frac{1}{8} \epsilon^{2} g
$$

which is positive and means that the right mass slowly oscillates upwards vertically ${ }^{2}$ and will hit the pulley first.

Example: (2003 EstAcadPhO) Two coaxial rings of radius $R=10 \mathrm{~cm}$ are placed to a distance $L$ from each other. There is a soap film connecting the two rings as shown in figure. Derive a differential equation describing the shape $r(z)$ of the film, where $r$ is the radial distance of the film from the symmetry axis, as the function of the distance $z$ along the axis. Show that $\cosh (x)$ is one of its solutions. When the distance between rings is slowly increased, at a certain critical distance $L_{0}$, the soap film breaks. Find $L_{0}$.


We want to minimize the energy of the soap film $E=S \gamma$. This is achieved when the area $S$ is at a minimum. The area is:

$$
S=\int_{-L / 2}^{L / 2} 2 \pi r \sqrt{1+r^{\prime 2}} d r
$$

We want to minimize $r \sqrt{1+r^{\prime 2}}$ which we can take to be our Lagrangian. We can apply the Euler Lagrange equations, except instead of $r$ being dependent on time, it's dependent on $x$. This equivalent is:

$$
\frac{d}{d x}\left(\frac{\partial L}{\partial r^{\prime}}\right)=\frac{\partial L}{\partial r}
$$

[^1]$$
\frac{d}{d x}\left(2 \pi r \frac{r^{\prime}}{\sqrt{1+r^{\prime 2}}}\right)=2 \pi \sqrt{1+r^{\prime 2}}
$$
which can be simplified to:
$$
1+r^{\prime 2}=A r^{2}
$$
where $A=1 / r_{0}^{2}$. The solution is well known. Motivated by the fact that $1+\sinh ^{2} x=\cosh ^{2} x$, we can guess the solution:
$$
r(x)=r_{0} \cosh \left(x / r_{0}\right) .
$$

Therefore,

$$
x=r_{0} \cosh ^{-1}\left(\frac{r}{r_{0}}\right) \Longrightarrow r=r_{0} \cosh \left(\frac{x}{r_{0}}\right)
$$

If the separation is $L$, we get:

$$
R=r_{0} \cosh \left(L / 2 r_{0}\right) \Longrightarrow L=2 r_{0} \cosh ^{-1}\left(R / r_{0}\right)
$$

where $R$ is the radius of the ends. Finding the maximum value of $L$ by using a calculator gives us 13.3 cm .

Example: (Pan Pearl River Delta Physics Olympiad) As shown, a block of mass $m$ is connected to a spring of force constant $k$ on the smooth slope (inclination angle $\theta$ ) of a wedge of mass $M$ placed on a smooth floor. Given a small disturbance to the block and the system starts to oscillate. During the oscillation motion, the block keeps in touch with the slope and the wedge maintains contact with the floor. Find the oscillation frequency.


Let the length of the spring that connects the mass $m$ on top of the ramp at a certain time $t$ be $\ell$. The mass $m$ will then have coordinates of time as

$$
(x, y)_{\mathrm{CM}}=(x+\ell \cos \theta, h-\ell \sin \theta) .
$$

If we take $x, \dot{x}$, and $\dot{\ell}$ to be the generalized coordinates, the kinetic energy of this system is then

$$
T=\frac{1}{2} M \dot{x}^{2}-\frac{1}{2} m\left((\dot{x}+\dot{\ell} \cos \theta)^{2}+(\dot{\ell} \sin \theta)^{2}\right) .
$$

The potential energy on the other hand is

$$
V=-\frac{1}{2} k\left(\ell-\ell_{0}\right)^{2} m g(h-\ell \sin \theta)
$$

where $\ell_{0}$ is the relaxed spring length. We can then write the lagrangian as

$$
\mathcal{L}=T-V=\frac{1}{2} M \dot{x}^{2}+\frac{1}{2} m\left((\dot{x}+\dot{\ell} \cos \theta)^{2}+(\dot{\ell} \sin \theta)^{2}\right)+\frac{1}{2} k\left(\ell-\ell_{0}\right)^{2}-m g(h-\ell \sin \theta) .
$$

Rewriting this tells us that

$$
\mathcal{L}=\frac{1}{2}(m+M) \dot{x}^{2}+\frac{1}{2} m \dot{\ell}^{2}+m \dot{\ell} \dot{x} \cos \theta-\frac{1}{2} k\left(\ell-\ell_{0}\right)^{2}-m g(h-\ell \sin \theta) .
$$

We can then apply the Euler-Lagrange equations for each respective generalized coordinate:

$$
\frac{d}{d t}\left(\frac{\partial \mathcal{L}}{\partial \dot{x}}\right)=\frac{\partial \mathcal{L}}{\partial x} \Longrightarrow(m+M) \ddot{x}+m \ddot{\ell} \cos \theta=0
$$

$$
\frac{d}{d t}\left(\frac{\partial \mathcal{L}}{\partial \dot{\ell}}\right)=\frac{\partial \mathcal{L}}{\partial \ell} \Longrightarrow m \ddot{\ell}+m \ddot{x} \cos \theta=k\left(\ell_{0}-\ell\right)-m g \sin \theta
$$

We can find the equilibrium position of the mass by balancing forces. We have by Newton's laws that

$$
m g \sin \theta-k\left(\ell^{\prime}-\ell_{0}\right)=0 \Longrightarrow \ell^{\prime}=\frac{m g \sin \theta}{k}-\ell_{0}
$$

We then set the position of the mass $\ell$ as

$$
\ell=\ell^{\prime}+\frac{m g \sin \theta}{k}+d .
$$

By rewriting our two equations above, we yield two coupled differential equations:

$$
\begin{aligned}
(m+M) \ddot{x}+m \ddot{\ell}^{\prime} \cos \theta & =0 \\
m \ddot{x} \cos \theta+m \ddot{\ell}^{\prime}+k \ell^{\prime} & =0
\end{aligned}
$$

By applying the matrix identity

$$
\operatorname{det}\left(M^{-1} K-\omega^{2} I\right)=0
$$

we yield the following determinant

$$
\left|\begin{array}{cc}
-(m+M) \omega^{2} & -m \omega^{2} \cos \theta \\
-m \omega^{2} \cos \theta & k-m \omega^{2}
\end{array}\right|=0
$$

Upon applying the determinant and solving for $\omega$ we yield

$$
\omega=\sqrt{\frac{k(m+M)}{m\left(M+m \sin ^{2} \theta\right)}} .
$$

Lagrangian analysis is also helpful in other fields apart from mechanics. One nice field that it is used in is Circuitry. To be more specific, when the problem asks you to calculate the eigenfrequencies (natural frequencies) of the circuit.

## 4 When to use Lagrangian Formalism

After all this discussion about lagrangian formalism, there still remains the question on when you should use lagrangian formalism and what benefits it has over other techniques. First, let us think about the benefits and advantages of lagrangian formalism:

- Usually when using lagrangian formalism, we have the advantage of there being scalar quantities that we have to worry about instead of vector quantities that are usually related with Newtonian mechanics.
- Lagrangian formalism is the most useful when there is only conservative forces and no non-conservative forces involved (such as friction). You can still use the lagrangian in cases with friction but it gets much more messy.
- Lagrangian formalism is very useful when there are a lot of constraints. The more constraints there are in a system, the easier it becomes to write the lagrangian and the harder it becomes to the Newtonian form.
- As you will see in the problems, lagrangian formalism is very accessible in the way that you can use it for aspects other than mechanics i.e electric circuits and optics.
- In many olympiad problems, it becomes the easiest to use lagrangian formalism when there is more than one degree of freedom.

Therefore, when there are a lot of constraints involved in a system, and there is more than one degree of freedom, you can start thinking about applying the lagrangian. While it is true that in many cases, the Lagrangian technique may appear to be an excessive tool, it also requires the least mental effort to apply effectively.

## 5 Problems

Problem 1 (2015 $F=m a)$. A U-tube manometer consists of a uniform diameter cylindrical tube that is bent into a U shape. It is originally filled with water that has a density $\rho_{w}$. The total length of the column of water is $L$. Ignore surface tension and viscosity. The water is displaced slightly so that one side moves up a distance $x$ and the other side lowers a distance $x$. Find the frequency of oscillation.

Problem 2 (2019 $F=m a$ ). A uniform rope of length $L$ and mass $M$ passes over a frictionless pulley, and hangs with both ends at equal heights. If one end is pulled down a distance $x$ and the rope is released, what will be the acceleration of the end of that instant?
[Krotov, Kalda] A small block with mass m lies on a wedge with angle $\alpha$ and mass $M$. The block is attached to a rope pulled over a pulley attached to the tip of the wedge and fixed to a horizontal wall (see the figure). Find the acceleration of the wedge. All surfaces are slippery (there is no friction).


Problem 3. A laser beam propogates through a spherically symmetric medium surrounding a metal sphere of radius $R$. Refractive index of the medium varies with distance $r$ from the center O of the sphere according to the law $\mu(r) \propto r$. Here $R \ll r<\infty$.

The laser beam makes an angle of $\phi$ with a radial line at point P , which is a distance $r_{0}$ away from O . What is the minimum distance from the surface of the sphere that the beam can reach?

Problem 4 (Krotov, Kalda). Two slippery ( $\mu=0$ ) wedge-shaped inclined surfaces with equal tilt angles are positioned such that their sides are parallel, the inclines are facing each other and there is a little gap in between (see fig.). On top of the surfaces are positioned a cylinder and a wedge-shaped block, whereas they are resting one against the other and one of the block's sides is horizontal. The masses are, respectively, $m$ and M. What accelerations will the cylinder and the block move with? Find the reaction force between them.


Problem 5 (1984 IPhO). Problem 2

Problem 6 (Kalda). An empty cylinder with mass $M$ is rolling without slipping along a slanted surface, whose angle of inclination is $\alpha=45^{\circ}$. On its inner surface can slide freely a small block of mass $m=M / 2$. What is the angle $\beta$ between the normal to the slanted surface and the straight line segment connecting the centre of the cylinder and the block?


Problem 7 (2020 OPhO). In this problem, we will explore the true gravitational model of the earth, not the one that is claimed in most textbooks. Contrary to popular belief, the Earth is a flat circle of radius $R$ and has a uniform mass per unit area $\sigma$. The Earth rotates with angular velocity $\omega$.
(a) A pendulum of length $\ell$ that is constrained to only move in one plane is placed on the ground at the center of the Earth. The pendulum has more than one angular frequency of small oscillations. Find the value of each angular frequency of small oscillations $\Omega(0), \Omega_{1}(0), \ldots$ in terms of $\sigma, \omega, \ell$, and physical constants and the equilibrium angle $\theta, \theta_{1}, \ldots$ that the frequency occurs at. Assume for all parts that $\ell \ll R$.

An equilibrium angle corresponds to the angle with respect to the vertical where there is an equilibrium point.
(b) The entire pendulum is moved a horizontal distance $r \ll R$ away from the center of the Earth. It is oriented so that it is constrained to only move in the radial direction. Now, find the new angular frequency $\Omega(r)$ of small oscillations about the lowest equilibrium point in terms of the given parameters, assuming that $\omega^{2} r$ is much less than the local gravitational acceleration.

Note that the parts that don't use lagrangian formalism have been taken out. You can view the whole problem here.

Problem 8 (1971 IPhO). A wedge with mass $M$ and acute angles $\alpha_{1}$ and $\alpha_{2}$ lies on a horizontal surface. A string has been drawn across a pulley situated at the top of the wedge, its ends are tied to blocks with masses $m_{1}$ and $m_{2}$. What will be the acceleration of the wedge? There is no friction anywhere.


Problem 9. A point mass on the end of a light string rotates as a conical pendulum with an angular velocity $\Omega$. The string is inclined at an angle $\varphi$ to the vertical. If the motion is slightly disturbed, find the value of the angular frequency of small oscillations.

Problem 10 (1986 IPhO). Problem 3, (note that this problem is about coupled oscillators instead of applying lagrangian formalism).

Problem 11. Find the natural frequencies of the circuit given below


Problem 12 (2012 Physics Cup). Determine all the eigenfrequencies (=natural frequencies) of the circuit shown in Figure. You may assume that all the capacitors and inductances are ideal, and that the following strong inequalities are satisfied: $C_{1} \ll C_{2}$, and $L_{1} \ll L_{2}$. Note that your answers need to be simplified according to these strong inequalities.


Problem 13 (2021 Physics Cup). Find all non-trivial natural oscillation frequencies for a regular octagon made from eight homogeneous bars of mass $m$ and length $l$. While the bars are rigid, the connectors connecting two neighboring bars are such that the angle $\varphi$ between the bars can be changed without any friction, but a returning torque $T=k\left(\varphi-\frac{3}{4} \pi\right)$ will appear at the joint as soon as the angle departs from its equilibrium value $\frac{3}{4} \pi$. Indicate how many linearly independent oscillation modes correspond to each of these frequencies. Consider only planar oscillation modes, i.e. modes by which the bars move only in the plane of the octagon.

Note: The usage of lagrangian formalism in this problem is not part of the intended solution, and requires quite a bit of mathematical work. The problem is put here, in case you are interested in doing the math and bashing out a problem fully. It would be recommended to read more advanced theory such as construction of energy matrices to finish it this way. Either way, the intended solution to this problem has a good connection with coupled oscillations (refer to problem 5.9), so it is nice to try it.

## 6 Appendix A: Virtual Work and Hamilton's Principle

In this section, we will delve into the origins of Hamilton's principle and shed light on its underlying basis. Hamilton's principle drew heavily from the earlier work of D'Alembert and the principle of virtual work. For those unfamiliar with the principle of virtual work, allow us to introduce it here.

Consider a system that is in a state of equilibrium, meaning that it is balanced and not experiencing any net forces. Now, let's imagine that we displace this system by a small virtual displacement. It's important to note that this displacement is termed "virtual" because it doesn't actually occur in the physical sense. We are simply considering a hypothetical scenario where the displacement happens instantaneously, allowing us to analyze the resulting physics.

When we subject the system to this virtual displacement, each particle within the system will experience a force, represented by $\mathbf{F}_{i}$, which acts upon it and performs work. However, it's crucial to recognize that the work done by these forces can differ in magnitude and direction for each particle and at different instances.

To quantify the work done on a particular particle, we introduce the concept of "virtual work." The virtual work done on the particle $\mathbf{F}_{i}$ is given by the dot product of the force and the virtual displacement, expressed as $\mathbf{F}_{i} \cdot \delta \mathbf{r}_{i}$.

Since the system is in equilibrium, meaning that the net force acting on each particle is zero (i.e., $\sum_{i} \mathbf{F}_{i}=0$ ), we can conclude that the virtual displacement does not result in any actual net force acting on the particle. Therefore, in order for the equilibrium condition to hold, we require that the sum of the virtual work for all particles in the system must be zero:

$$
\sum_{i} \mathbf{F}_{i} \cdot \delta \mathbf{r}_{i}=0
$$

when the system is in equilibrium. This condition ensures that the virtual displacements considered do not disrupt the equilibrium of the system and are consistent with its balanced state.

Theorem: (Virtual Work) If we consider a virtual displacement $\delta \mathbf{r}_{i}$ of a system in equilibrium, we require by the principle of virtual work that

$$
\sum_{i} \mathbf{F}_{i} \cdot \delta \mathbf{r}_{i}=0 .
$$

In D'Alembert's work, he considered when a system was accelerating. When an object is accelerating, we add in an "inertial force" equal to $m a$. Then, the virtual displacement of the particle would again have zero dot product with $F=m a$. This gives

$$
(F(q(t))-m a) \cdot \delta q(t)=0 .
$$

Similar to the proof 2 of the Euler-Lagrange equations, we once again use variational analysis in this system. Let us consider a small displacement, it is then written that

$$
q_{\varepsilon}=q(t)+\varepsilon \delta q(t) .
$$

where $\delta q\left(t_{1}\right)=\delta q\left(t_{2}\right)=0$. Using D'Alembert's generalized principle of virtual work between two times $t_{1}$ and $t_{2}$ tells us that

$$
\int_{t_{1}}^{t_{2}}[F(q(t))-m \ddot{q}(t)] \cdot \delta q(t) \mathrm{d} t=0
$$

for all $\delta q(t)$. Noting that $F=-\nabla V$ means that

$$
\int_{t_{1}}^{t_{2}}[-\nabla V(q(t)) \cdot \delta q(t)-m \dot{q}(t) \cdot \dot{q}(t)] \mathrm{d} t
$$

and we can rewrite

$$
\nabla V(q(t)) \cdot \delta q(t)=\left.\nabla V(q) \cdot \frac{\mathrm{d} q_{\varepsilon}(t)}{\mathrm{d} \varepsilon}\right|_{\varepsilon=0}=\frac{\mathrm{d}}{\mathrm{~d} \varepsilon} V\left(\left.q_{\varepsilon}(t)\right|_{=0}=\delta V(q(t))\right.
$$

and

$$
\delta(\dot{q}(t))^{2}=2 \dot{q}(t) \cdot \delta \dot{q}(t)
$$

so that our integral is written as

$$
\int_{t_{1}}^{t_{2}}\left(-\delta V(q(t))+\frac{1}{2} m \delta(\dot{q}(t))^{2}\right) \mathrm{d} t=0
$$

This integral can then be rewritten as

$$
\delta\left(\int_{t_{1}}^{t_{2}}[T(q(t))-V(q(t))] \mathrm{d} t\right)=0 .
$$

This itself is the action

$$
\mathcal{S}=\int_{t_{1}}^{t_{2}} \mathcal{L}(q, \dot{q}(t), t) \mathrm{d} t
$$

which implies that

$$
\delta \mathcal{S}=0
$$

which is Hamilton's principle itself! Joseph-Louis Lagrange produced this type of calculation and published it in his own paper and that is why today the lagrangian is known as $\mathcal{L} \equiv T-V$. From this proof, you can see that Hamilton's principle is a generalization of nature itself and today remains as one of the most beautiful principles of all time.


[^0]:    ${ }^{1}$ This is still not the most general proof available. For one, we have assumed that $\mathcal{L}$ is twice differentiable. We could go about proving the Euler-Lagrange equations for this less general case but this is not what this handout is for. Luckily, mathematicians and physicists have deduced that Euler-Lagrange equations still work in that case.

[^1]:    ${ }^{2}$ Note that this is applicable for only the first moment as we assumed that $\ell$ is constant. However, after the first moment the motion will continue it keeps getting pulled forward.

